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Abstract

We introduce a new model for belief dynamics where the belief states are ranking measures and the
informational inputs are finite sets of parametrized conditionals interpreted by ranking constraints. The
approach is inspired by the minimal information paradigm and generalizes ranking construction strategies
developed for default reasoning. We show its handling of principles for conditional and parallel revision.

1 Introduction

Since the seminal work of Alchourron, Gärdenfors, and Makinson [AGM 85], many formal models of belief
revision have seen the day. In a nutshell, for a given belief state and informational input, they try to identify
the most appropriate revised state(s). In the context of iterated belief revision, this typically includes the
revision of higher-order information, like doxastic preferences or plausibility measures. It is useful to see
belief change as a two-step process. First, the input is evaluated in the light of the prior belief structure and
translated into a constraint over successor states. Secondly, a revised state is chosen relative to this goal
condition, the prior state, and general rationality considerations. For instance, in standard belief revision,
where the input is a sentenceϕ, the constraint asks for plain belief inϕ, resp. the absence of plain belief if
we seek belief contraction. But we may also consider more general constraints, e.g. those expressed by a
finite set of belief conditionals originating from a reliable introspective source.

Iterated propositional revision goes back to Spohn’s seminal work [Spo 88,90,08]. Iterated conditional
belief revision started with Boutilier and Goldszmidt [BG 93, Bou 96]. Unfortunately, their rudimentary
qualitative minimal change strategy prevented an appropriate handling of independence and seemed to rad-
ical. Iterated multiple propositional revision was investigated among others by Zhang [ZF 01, Zha 04], and
Delgrande, Jin [DJ 08], who offered specific algorithms and rationality postulates. But they did not discuss
conditional belief change. This issue was taken up by Kern-Isberner, who identified and instantiated nine
requirements for iterated revision with single conditionals, and also proposed general principles for multiple
conditional revision [KI 99,02,04]. Independently, Weydert proposed two accounts for iterated multiple con-
ditional belief change in the context of the ranking measure framework [Wey 99,05], where belief states are
modeled by ranking measures [Wey 94], and conditionals are interpreted by constraints over these. Ranking
measures, which generalize Spohn’sκ-functions (NCFs), are well-behaved (im)plausibility valuations able
to deal with graded plain belief and independence information in a coherent way.

However, all these revision formalisms face serious conceptual problems, e.g. linked to their ad hoc
character, or the naive virtual conditionalization method. In the present paper we want to tackle these issues
by introducing a new direct ranking construction algorithm for multiple graded conditional revision. It
generalizes a technique we developed for default reasoning and is based on a two-step procedure inspired by
the Levi identity. In particular, we will show how our approach handles old and new postulates for iterated
multiple/conditional revision.

2 Ranking measure epistemology

Our belief semantics is based on ranking measures [Wey 94]. These are quasi-probabilistic plausibility
valuations expressing the degree of disbelief/surprise of propositions. They generalize Spohn’s integer-
valuedκ-ranking functions (or natural conditional functions), introduced to model iterated revision of graded



plain belief [Spo 88,90,08], as well as multiplicative real-valued possibility valuations [DuP 98]. Their value
range carries a total order with endpoints and an additive structure for expressing conditionalization. We
have exploited this concept in default reasoning [Wey 96,98,03], and belief revision [Wey 99,05].

Definition 2.1 (Ranking measures) R : B → V is called a ranking measure (orR ∈ RBV ) iff
1. B = (B,>,⊥,−,∪,∩) is a boolean algebra,
2. V = (V,+, 0,∞,≤) is a ranking algebra, i.e. the positive half of a totally ordered commutative group
G = (G,+, 0,≤) extended by∞ s.t. for allv ∈ V , v ≤ v +∞ = ∞+ v = ∞ (V = G+ ∪ {∞}),
3. R(>) = 0,R(⊥) = ∞,R(A ∪B) = min≤{R(A), R(B)},
4. R(∪i∈IAi) = ∞ if ∪i∈IAi ∈ B andR(Ai) = ∞ for all i ∈ I.
The conditional ranking measure associated withR isR(.|.) : B× B → V, whereR(B|A) = R(B ∩A)−
R(A) if R(A) 6= ∞, otherwiseR(B|A) = ∞.

If V is non-trivial, i.e.V 6= {0,∞}, which is required for modeling graded belief and iterated revision,
then total orderedness implies that0 < v < v + v < v + v + v < ... < ∞ holds for each0 < v < ∞
(v < w iff v ≤ w andv 6= w). The ranking algebraVκ = (N ∪ {∞},+, 0,∞,≤) for Spohn’sκ-ranking
functions is the smallest non-trivial instance.V is said to be divisible iff it is non-trivial and eachv ∈ V
can be written as the sum ofn+ 1 equal terms for every integern. The smallest divisible ranking algebra is
thereforeVκπ = (Rat+ ∪ {∞},+, 0,∞,≤) (Rat+: set of the positive rational numbers). The real-valued
possibilistic ranking algebraVrealπ = ([0, 1],×, 1, 0,≥) is also divisible. But its rational-valued substructure
is not becauseRat+ is not closed under roots. However, every ranking algebra can be embedded into a
divisible one. We can obtain a probabilistic interpretation by associating, e.g., each rank0 < r ∈ Vκπ to the
non-standard probabilityεr, whereε 6= 0 is an arbitrary but fixed infinitesimal. This link allows the transfer
of some powerful probabilistic tools, like entropy maximization.

Let R0 be the uniform ranking measure withR0(A) = 0 for all A 6= ⊥. More generally, forA ∈
B − {>}, let [A]r : B → V be the ranking measure given by[A]r(X) = r for X ∩ A = X 6= ⊥, and
[A]r(X) = 0 for X ∩A 6= X. Intuitively speaking, we obtain[A]r fromR0 by uniformly shiftingA, or the
A-worlds, by the amountr. We drop the index ifr = 1. A1, . . . , An are called independent w.r.t.R iff, for all
~Xi withXi ∈ {Ai,−Ai},R(X1∩. . .∩Xn) = R(X1)+. . .+R(Xn). A pseudo-ranking measure overB,V
is a functionF onB verifyingF (A) = R(A)− v, whereR ∈ RBV is a ranking measure andv ∈ V − {∞}.
Let V± be the extension ofV to ]−∞,∞]G . We define normalization (mapping pseudo-ranking measures
to ranking measures) by||F ||(A) = F (A) − F (>). Shifting is an important (pseudo-)ranking measure
transformation for specifying Jeffrey/Spohn-conditionalization in the ranking framework. Given a pseudo-
ranking measureR, shifting a propositionA ∈ B by the amountr ∈] −∞,∞]G means passing fromR to
R+ r[A], where

• (R+ r[A])(B) = min≤{R(B ∩A) + r,R(B ∩ ¬A)}, for allB ∈ B.

In what follows, letV be a fixed divisible ranking algebra. LetL be a propositional language closed under the
usual logical connectives,|= a classical satisfaction relation forL,` the corresponding monotonic entailment
relation,[[ϕ]] = {m | m |= ϕ}, andB the associated boolean model set algebra withB = {[[ϕ]] | ϕ ∈ L}.
On top of(L, |=) we introduce a flat implicational languageL(⇒) = {ϕ ⇒r ψ | 0 < r ∈ V, ϕ, ψ ∈ L}
to express graded conditional belief. Because ranking measures are well-suited to model belief states and
belief change, we use them to interpret the belief conditionals with a minimization-friendly truth condition.

• R |=rk ϕ⇒r ψ iff R(ϕ ∧ ψ) + r ≤ R(ϕ ∧ ¬ψ) (abbreviatingR(χ) := R([[χ]])).

Let [[∆]]rk = {R ∈ R | R |=rk ∆} be the model set of∆ ⊆ L(⇒). It follows from folklore that
the corresponding monotonic entailment relation`rk onL(⇒) validates the rules of preferential logic and
disjunctive rationality. But it violates rational monotony ifV is divisible. We say that a propositionϕ is
believed to the degreer (at least) iff the rank/degree of surprise of¬ϕ is at leastr. To specify plain belief
we can fix a default threshold0 < ro < ∞ and representBel(ϕ) by T ⇒ro

ϕ. That is, it is possible to
attribute different degrees of belief toϕ and¬ϕ without supporting plain belief inϕ or¬ϕ. In Vκπ, w.l.o.g.,
we may setro = 1 because all the valuesv 6= 0,∞ are structurally indiscernible.

3 Ranking measure dynamics

A ranking revision system overB,V is a quadruple(R, I, ι, ?) whereR ⊆ RBV is a set of ranking measures,
I the collection of possible inputs,ι the input evaluation function mapping each pair(R, i) ∈ R × I to



the set of admissible revision candidatesι(R, i) ⊆ R, and? : R × I → R the revision function with
R ? i ∈ ι(R, i). Because every ranking algebra can be embedded into a divisible one without affecting
R, we may assume w.l.o.g. thatV is divisible. B is typically the boolean model set algebra of a classical
background logic(L, |=) closed under the usual propositional connectives¬,∧,∨,→,↔.

Spohn’s proposal for iterated propositional ranking revision is based on J(effrey)-conditionalization for
κ-ranking functions and considers strength-parametrized propositional inputs(ϕ, α) ∈ L× V [Spo 88,90].
Here we may setR = RBVκ

and ιJ(ϕ, α) = {R | R(ϕ) = ∞ or R(¬ϕ) = α}. The revision step
is realized by the uniform shifting ofϕ and/or¬ϕ. In [Wey 96] we have proposed what we call minimal
Spohn revision (only shifting as far as necessary), a more liberal variant in line with the minimal information
change philosophy. Here the doxastic goal is only to believeϕ to the degreeα (at least), to be realized by
minimal uniform shifting ofϕ,¬ϕ. That is,ιmsp(ϕ, α) = {R ∈ R | R(ϕ) = ∞ orR(¬ϕ) ≥ α}. If ϕ is
already believed to some degreeα, weaker inputs(ϕ, β) with β ≤ α are ignored, i.e. we assume redundancy
by default.

The task of conditional ranking revision is to determine for each priorR ∈ RBV , and any finite collection
∆ of ϕ ⇒r ψ, a revised ranking measureR ? ∆ ∈ R. Let ∆→ = {ϕ → ψ | ϕ ⇒r ψ ∈ ∆} be the
collection of material implications corresponding to the belief conditionals in∆. If R(∧∆→) 6= ∞, i.e. if
∆ is considered doxastically possible byR, then we should haveR ? ∆ |=rk ∆. Accordingly, we set
ι(R,∆) = [[∆]]rk. If R(∧∆→) = ∞, we may stick to the prior and stipulateι(R,∆) = R.

Our starting point is the minimal ranking construction philosophy which has been applied in default
reasoning to obtain canonical preferred ranking measure models of default conditionals [Wey 98,03]. It tries
to adapt the minimal information paradigm from probabilistic reasoning to the specificities of the ranking
measure framework while keeping the flavour of System Z [Pea 90]. For conditional revision, it translates
into the

Revision construction principle: For each priorR and input base∆ = {ϕi ⇒ri
ψi | i ≤ n} ⊆ L(⇒),

R ? ∆ is obtained by iterated parametrized propositional revision withϕi → ψi andϕi → ¬ψi, i.e. there
arex−i , x

+
i ∈ V such thatR ?∆ = R + Σi≤nx+

i [ϕi ∧ ¬ψi] − Σi≤nx−i [ϕi ∧ ψi] (whereΣi≤nvi[χi] is an
abbreviation forv0[[[χ0]]] + . . .+ vn[[[χn]]]).

However, if we seek a revision function, it is not enough to uniformly minimize thex−i , x
+
i , because there

may be infitely many minima. Furthermore, different shifting moves may have different informational costs
or impacts. This suggests a hierarchical shifting procedure guided by the ranking constraints from∆ and
the wish to minimize the shifting efforts. It should privilege the most relevant moves, e.g. those aiming at
the most plausible target ranks, and proceed step by step, e.g. trying to maximize – lexicographically and
bottom-up – the most plausible ranking layers. To determine the largest possible extension of a ranking
layer, the most natural tool is

Relative ranking minimization: R ?min ∆ = Max≤{Min≤{R′ | R ≤ R′, R′ |=rk ∆}, R}.

If there are models of∆ aboveR,R ?min ∆ is the unique least surprising one, otherwise, we may stay with
R. This condition holds iffR(∧∆→) = 0. (R ?min ∆)(¬ ∧ ∆→) is then the lowest rank which can be
affected by∆. We call it the top-active rank forR,∆. The corresponding layer is the initial target of the
ranking construction ofR ?∆ fromR.

Which propositions are we going to shift? The semantics ofϕ⇒r ψ invites us to shift upwardsϕ∧¬ψ,
and/or to shift downwardsϕ ∧ ψ. But upwards moves are preferable insofar as their information costs
are lower in the probabilistic translation. Actually, ifR(∧∆→) = 0, there is no need for contraction,
i.e. downwards shifting. Then we may setx−i = 0 and only shift theϕi ∧ ¬ψi.

The goal is to minimize the shifting efforts pushing the relevant shiftable propositions to their target
rank. The idea here is to prefer local shifting constructions which minimize the longer moves, i.e. those
carrying higher generic informational costs. This suggests the use of a lexicographic preference relation
≺msh comparing tuples of shifting lengths~x = (xi | i ≤ m) ∈ V m+1. That is, over a given collection of
propositions, one set of shifting moves should be preferable to another one iff, at the maximalr where their
subsets of shifts of length≥ r diverge, the subset of the first one is strictly included in that of the second
one, reflecting a lower effort. Let~x≥r = {j ≤ m | xj ≥ r}.

Definition 3.1 (Relative shifting effort) ~x ≺msh ~y iff for the largestr with ~x≥r 6= ~y≥r, ~x≥r ⊂ ~y≥r.

(6, 9, 7, 6) ≺msh (7, 9, 7, 5) because~x≥9, ~x≥8 = {1} = ~y≥8, ~y≥9, but~x≥7 = {1, 2} ⊂ {0, 1, 2} = ~y≥7.



Theorem 3.2 (Shifting minimization) If R(¬δ0 ∧ . . . ∧ ¬δm) = 0 and r < ∞, then there is a unique
≺msh-minimal ~ai s.t. (R+ a0[δ0] + . . .+ am[δm])(δj) ≥ r for all j ≤ m.

If r = ∞, we setai = ∞. Uniqueness holds because for~a 6= ~a′, (~a+ ~a′)/2 ≺msh ~a, ~a′. Another important
minimal shifting feature is what we call justifiability. If proper shifting (ai > 0) of ϕ∧¬ψ occurs to validate
the ranking constraintR(ϕi ∧ ψi) + r ≤ R(ϕi ∧ ¬ψi), then it should be satisfied as an equality constraint.
That is, the shifting should be minimal in the sense that the constraint is not over-satisfied.

We have now the ingredients to specify a hierarchical minimal construction strategy for building a rank-
ing model of∆. First we consider ranking expansion, i.e. conditional ranking revision forR(∧∆→) = 0.
Our algorithm extends the JLZ-procedure for default reasoning [Wey 03] to non-uniform priors.

Minimal ranking expansion: R,∆ 7→ R+mrr ∆

Let ∆ = {ϕi ⇒ri
ψi | i ∈ I} be finite andV be a divisible ranking algebra. To ensure local syntax

independence while keeping the definitions transparent, w.l.o.g., we assume that([[ϕi ∧ ψi]], [[ϕi ∧ ¬ψi]]) =
([[ϕj ∧ ψj ]], [[ϕj ∧ ¬ψj ]]) impliesi = j.

If R(∧∆→) 6= 0, we stipulateR +mrr ∆ = R, observing that the result then necessarily fails to verify∆.
If R(∧∆→) = 0, the algorithm is based on an inductive bottom-up construction starting at the priorR and
proceeding from more plausible to less plausible ranks, rank by rank, trying to approximate relative ranking
minimization by local ranking constructions while minimizing the shifting efforts for each target rank. We
begin with the top-active rank(R ?min ∆)(¬ ∧ ∆→) for R and∆. At the induction step, we consider
the top-active rank for the ranking measure resulting from the preceding partial ranking construction and
the collection of those conditionals which have not yet been settled, i.e. realized as an equality constraint.
This means building two increasing sequences of ranking measures(Ri)0<i≤h and(R∗i )0<i≤h, with Ri ≤
Ri+1, R

∗
i ≤ R∗i+1,Ri ≤ R∗i , which are to converge to a ranking modelR? = Rh = R∗h of ∆. We write:

• Rj : current ranking measure construction,

• R∗j : current approximative ranking model of∆: Rj ?min ∆,

• sj : current target rank,

• Ij : indices of the shiftable propositions[[ϕi ∧ ¬ψi]] considered at levelj,

• I ′j : indices of theϕi ⇒ri
ψi settled at levelj,

Procedure for computingR+mrr ∆:

Induction start ( j = 1) : s1 = 0, I1 = I ′1 = ∅, R1 = R, R∗1 = R1 ?min ∆ (with R(∧∆→) = 0).

Induction step (j → j + 1) :

• sj+1 smallests > sj of the forms = R∗j (ϕi ∧ ¬ψi) for i ∈ I − (I ′1 ∪ . . . ∪ I ′j),

• Ij+1 = {i ∈ I | R∗j (ϕi ∧ ¬ψi) = sj+1} ⊆ I − (I ′1 ∪ . . . ∪ I ′j),

• Rj+1 = Rj + Σi∈Ij+1ai[ϕi ∧ ¬ψi] where~a is the≺msh-minimal construction s.t., for alli ∈ Ij+1,
(Rj + Σh∈Ij+1ai[ϕh ∧¬ψh] + Σh6∈I≤j+1∞[ϕh ∧¬ψh])(ϕi ∧¬ψi) ≥ sj+1, i.e. reachingsj+1 while
ignoring the shiftable propositions withR∗j (ϕh ∧ ¬ψh) > sj+1,

• R∗j+1 = Rj+1 ?min ∆,

• I ′j+1 = {i ∈ Ij+1 | R∗j+1(ϕi ∧ ψi) + ri = R∗j+1(ϕi ∧ ¬ψi)} ( 6= ∅ if Ij+1 6= ∅)

Induction stop (j → stop) : If sj does not exist, thenR+mrr ∆ = Rj (= Rj−1).

Example: R0 +mrr {T ⇒1 ϕ}+mrr {ψ ⇒2 ¬ϕ} = 1[¬ϕ] +mrr {ψ ⇒2 ¬ϕ} = 1[¬ϕ] + 3[ψ ∧ ϕ].

4 Minimal ranking revision

Proper conditional ranking revision is concerned with the passage from a priorR to a revisedR∗ = R ?
∆ |=rk ∆ whenR(∧∆→) 6= 0. To implement the minimal ranking construction philosophy in a coherent
way, we propose a two-step procedure inspired by the Levi identity. It starts with an auxiliary minimal



contraction step to construct a suitableR−∆ verifyingR−∆(∧∆→) = 0, and then applies minimal expansion
to arrive atR∗.

The simplest proper revision task is to determineR?{ϕ⇒r ψ} forR(ϕ→ ψ) > 0. The naive approach
(virtual conditionalization) would be to proceed initially as for minimal ranking expansion, shifting upwards
ϕ∧¬ψ as far as necessary, followed by normalization. As we will see, this may produce questionable results.
An alternative is to try first to realize the preconditionR(∧∆→) = R(ϕ → ψ) = 0. If R(ϕ ∧ ψ) 6= ∞,
the most parsimonous strategy may be to shift downwardsϕ ∧ ψ until the precondition is met (contraction
step), and then to apply minimal expansion to satisfy the ranking constraint. There are three scenarios.

If 0 < R(ϕ→ ψ) <∞ with R(ϕ ∧ ψ) 6= ∞, thenR(ϕ ∧ ¬ψ) = 0, and we set

R ? {ϕ⇒r ψ} = R−R(ϕ ∧ ψ)[ϕ ∧ ψ] + r[ϕ ∧ ¬ψ].

If 0 < R(ϕ→ ψ) <∞ with R(ϕ ∧ ψ) = ∞, we can only shiftϕ ∧ ¬ψ to∞, and normalize T to0.

R ? {ϕ⇒r ψ} = R−R(ϕ→ ψ)[T ] +∞[ϕ ∧ ¬ψ].

If 0 < R(ϕ→ ψ) = ∞, actual revision is blocked, inviting us to stipulateR ? {ϕ⇒r ψ} = R.

We can transfer this strategy also to proper revision with multiple conditionals. Let∆ = {ϕi ⇒ri ψi |
i ≤ n}. If R(∧∆→) = ∞, the simplest approach is to ignore the impossible input and setR ?∆ = R. If
0 < R(∧∆→) <∞, the idea is again to first transformR into an appropriately contracted (pseudo-)ranking
measureR−∆ verifying R−∆(∧∆→) = 0, and then to use+mrr to expandR−∆ with ∆. Contraction, aimed
at lowering support for theϕi ⇒ri

¬ψi (opposing theϕi ⇒ri
ψi), proceeds most naturally by uniformly

shifting downwards theϕi ∧ ψi (i.e.ϕi ∧ ¬¬ψi) until some∧∆→ ∧ (ϕi ∧ ψi) hits 0. A problem may just
arise ifR(∧∆→ ∧ (ϕi ∧ ψi)) = ∞ for all i ≤ n. Then the only admissible solution is to shift theϕi ∧ ¬ψi
to∞, and normalize T to0.

R ?∆ = R−R(∧∆→)[T ] +∞[¬ ∧∆→].

Without this degeneration, the uniform parallel shifting of thoseϕi ∧ψi with R(∧∆→ ∧ (ϕi ∧ψi)) 6= ∞ to
obtainR−∆ fromR prevents biasedness and minimizes the maximal necessary shifting length. In the second
step, we can now again apply minimal ranking expansion with∆ to transformR−∆ into R ? ∆. Although
R−∆ may well be a non-normalized pseudo-ranking measure,R?∆ = R−∆ +mrr ∆ will always be a ranking
measure. In fact, by construction,∧∆→ will get and keep rank0, and¬ ∧∆→ is just the disjunction of the
ϕi ∧ ¬ψi, which∆ forces to be shifted above0.

Auxiliary ranking contraction: R,∆ 7→ R−mrr ∆ = R−∆

Let ∆ = {ϕi ⇒ri
ψi | i ∈ I} be finite andR(∧∆→) < ∞. The role of−mrr is to realize in a minimal

way the preconditionR(∧∆→) = 0 for applying+mrr. Its algorithm is based on a top-down construction
which aims at transformingR with minimal shifting efforts into a contracted (pseudo-)ranking measureR−∆
validatingR−∆(∧∆→) = 0, and thereby paves the way for+mrr. Let ∆−

R be the collection of conditionals
from ∆ which are doxastically consistent with∧∆→ in R:

• ∆−
R = {ϕi ⇒ri

ψi ∈ ∆ | R(∧∆→ ∧ (ϕi ∧ ψi)) 6= ∞}

Procedure for computingR−mrr ∆:

• If ∆−
R = ∅, thenR−mrr ∆ = R−R(∧∆→)[T ] +∞[¬ ∧∆→]

• If ∆−
R 6= ∅, thenR−mrr ∆ = R− Σϕi⇒ri

ψi∈∆−
R
α[ϕi ∧ ψi]

whereα is minimal such that(R− Σϕi⇒ri
ψi∈∆−

R
α[ϕi ∧ ψi])(∧∆→) = 0

It follows from the finiteness of∆, the divisibility ofV, and the character of the transformations, that−mrr
is well-defined. We can now specify our proposal for multiple conditional ranking revision. It extends
propositional minimal ranking revision, i.e.R ?mrr {T ⇒r ϕ} = R ?msp (ϕ, r).

Definition 4.1 (Minimal ranking revision) LetR ∈ RBV , V be divisible, and∆ ⊆ L(⇒) be finite.

• If R(∧∆→) 6= ∞, then R ?mrr ∆ = R−mrr ∆ +mrr ∆



• If R(∧∆→) = ∞, then R ?mrr ∆ = R

Some illustrative examples

1. ∆1 = {T ⇒2 ¬ϕ, T ⇒1 ¬ψ} and∆2 = {T ⇒1 ϕ, T ⇒1 ψ}, for logically independentϕ,ψ ∈ L.

• R1 = R0 ?mrr ∆1 = R0 +mrr ∆1 = 2[ϕ] + 1[ψ]

• R1(∧∆→
2 ) = R1((T → ϕ) ∧ (T → ψ)) = R1(ϕ ∧ ψ) = 3 > 0

• R1 −mrr ∆2 = R1 − 3/2[ϕ]− 3/2[ψ] = 1/2[ϕ∧¬ψ]− 1/2[ψ ∧¬ϕ], with (R1 −mrr ∆2)(ϕ∧ψ) = 0

• R1 ?mrr ∆2 = R1 −mrr ∆2 +mrr ∆2 =

−1/2[ψ ∧ ¬ϕ] + 1/2[ϕ ∧ ¬ψ] + 3/2[¬ϕ] + 1/2[¬ψ] = 1[¬ϕ] + 1[¬ψ]

2. ∆1 = {T ⇒1 ϕ,ϕ⇒1 ψ} and∆2 = {ϕ⇒1 ¬ψ}. Difference with virtual conditionalization.

• R1 = R0 ?mrr ∆1 = R0 +mrr ∆1 = 1[¬ϕ] + 1[ϕ ∧ ¬ψ]

• R1 −mrr ∆2 = R1 − 1[ϕ ∧ ¬ψ] = 1[¬ϕ]

• R1 ?mrr ∆2 = R1 −mrr ∆2 +mrr ∆2 = 1[¬ϕ] + 1[ϕ ∧ ψ]

The auxiliary contraction strategy is illustrated by the following revision configurations.

3. Let ∆1 = {ϕ⇒2 ψ,¬ϕ⇒1 ψ} and∆2 = {ϕ⇒1 ¬ψ,¬ϕ⇒1 ¬ψ}.

• R1 = R0 ?mrr ∆1 = R0 +mrr ∆1 = 2[ϕ ∧ ¬ψ] + 1[¬ϕ ∧ ¬ψ]

• R1 −mrr ∆2 = 1[ϕ ∧ ¬ψ] where∧∆→
2 a` ¬ψ

• R1 ?mrr ∆2 = 1[ϕ ∧ ¬ψ] + 2[ϕ ∧ ψ] + 1[¬ϕ ∧ ψ]

4. Let ∆1 = {T ⇒1 ϕ,¬ϕ⇒4 ψ} and∆2 = {(ψ → ϕ) ⇒1 ¬ϕ,¬ϕ⇒1 ψ}.

• R1 = R0 ?mrr ∆1 = R0 +mrr ∆1 = 1[¬ϕ] + 4[¬ϕ ∧ ¬ψ]

• R1 −mrr ∆2 = 5[¬ϕ ∧ ¬ψ] where∧∆→
2 a` ¬ϕ ∧ ψ

• R1 ?mrr ∆2 = 6[ϕ] + 5[¬ϕ ∧ ¬ψ]

The iteration of conflicting conditional evidence may increase disbelief in the condition itself.

5. Let ∆1 = {ϕ⇒1 ψ},∆2 = {ϕ⇒1 ¬ψ},∆3 = {ϕ⇒1 ψ}.

• R0 ?mrr ∆1 = 1[ϕ ∧ ¬ψ] 6|=rk T ⇒1 ¬ϕ
• R0 ?mrr ∆1 ?mrr ∆2 = 1[ϕ ∧ ¬ψ] + 2[ϕ ∧ ψ] |=rk T ⇒1 ¬ϕ
• R0 ?mrr ∆1 ?mrr ∆2 ?mrr ∆3 = 3[ϕ ∧ ¬ψ] + 2[ϕ ∧ ψ] |=rk T ⇒2 ¬ϕ

5 Properties and relationships

How does?mrr handle existing and new desiderata for iterated revision1? To discuss principles for propo-
sitional revision, we may translateR ? ϕ by R ?mrr T ⇒1 ϕ. The classical axioms for iterated revision
(in the epistemic state formulation)C.1 - C.4[DP 97] are valid, whereas Lehmann’s postulatesI.5, I.6 [Leh
95] are not. In fact,?mrr neither preventsR ? ϕ ? ϕ ∧ ψ 6= R ? ϕ ∧ ψ, norR ? ϕ ? ψ 6= R ? ϕ ? ϕ ∧ ψ if
R ? ϕ 6|=rk T ⇒1 ¬ψ. Because we can haveR 6|=rk ψ ⇒1 ¬ϕ andR ? ϕ 6|=rk ψ ⇒1 ϕ, the Ind-axiom [JT
07] also fails.

From Kern-Isberner’s principles for iterated revision with single, non-parametrized conditionals[KI 99,
02, 04],?mrr validates onlyCR.0, 4, 6, 7, whereas the other requirements don’t hold. Many failures are
linked to our threshold semantics for belief and the doxastic possibility requirement, which e.g. restricts
success. On the other hand,?mrr satisfies our following postulates, which encode shifting minimality for
single conditional revision.

CRM.1 If R(ϕ→ ψ) 6= ∞, thenR ? ϕ⇒r ψ |=rk ϕ⇒r ψ, elseR ? ϕ⇒r ψ = R (Cautious success)

CRM.2 If R |=rk ϕ⇒r ψ, thenR ? ϕ⇒r ψ = R (Redundancy)

1For the sake of readability, we may drop the set parentheses for single inputs.



CRM.3 If R 6|=rk ϕ⇒r ψ andr <∞,
thenR ? ϕ⇒r ψ 6|=rk ϕ⇒r+x ψ for x > 0 (Minimal construction)

CRM.4 If R(ϕ ∧ ¬ψ) > 0, orR(ϕ ∧ ψ) = 0, orR(¬ϕ) = 0, orR(ϕ ∧ ψ) = ∞,
then(R ? ϕ⇒r ψ)(ϕ ∧ ψ) = R(ϕ ∧ ψ) (Confirmation stability)

CRM.5 If R(ϕ ∧ ¬ψ) = 0,R(¬ϕ) > 0, andR(ϕ ∧ ψ) <∞,
then(R ? ϕ⇒r ψ)(ϕ ∧ ψ) = 0 (Local contraction)

Zhang [Zha 04] and Delgrande, Jin [DJ 08] have advanced rationality postulates for parallel propositional
revision. But their single step principlesK⊗ P andK⊗ C are invalid for?mrr. The generalization of the
DP-axioms to multiple revision holds forC1⊗, C3⊗, C4⊗, but fails forC2⊗. There are also counterexam-
ples for the alternativesInd⊗ andRet⊗ [DJ 08]. Kern-Isberner has proposed five axiomsCSR.1 - CSR.5
for conditional set revision [KI 08].

• CSR.1 (Success)R ?∆ |=rk ∆

• CSR.2 (Stability) R |=rk ∆ implies R ?∆ = R

• CSR.3 (Semantic Equivalence)∆ a`rk ∆′ implies R ?∆ = R ?∆′

• CSR.4 (Reciprocity) R ?∆ |=rk ∆′ andR ?∆′ |=rk ∆ implies R ?∆ = R ?∆′

• CSR.5 (Logical coherence)R ? (∆ ∪∆′) = R ?∆ ? (∆ ∪∆′).

For ?mrr, Success presupposesR(∧∆→) 6= ∞. Stability is obvious. ButCSR.3, 4, 5fail because they
induce global semanticality, which blocks desirable forms of independence reasoning (see exceptional in-
heritance paradox [Wey 03]). In fact, there are[[∆]]rk = [[∆′]]rk with R ?∆ 6= R ?∆′. What we have is

Local semanticality: {[[δ]]rk | δ ∈ ∆} = {[[δ]]rk | δ ∈ ∆′} impliesR ?∆ = R ?∆′.

That is, while we take the individual ranking constraints – the local semantic content – seriously, their exact
syntactic form should be irrelevant. Furthermore, the only reason forR ?∆ not to satisfy∆ should be the
doxastic impossibility of∧∆→.

Cautious success:If R(∧∆→) 6= ∞, thenR ?∆ |=rk ∆, elseR ?∆ = R.

The following desirable and powerful principles, which are derived from a characterization of cross entropy
minimization [SJ 80], a distinguished variant of probabilistic revision, are also valid for?mrr.

Invariance. For any boolean automorphismπ : BL → BL and any bijectionπ′ : L → L with π([[ϕ]]) =
[[π′(ϕ)]], if ∆π′ = {π′(ϕ) ⇒r π

′(ψ) | ϕ⇒r ψ ∈ ∆} andRπ = R ◦ π−1, then(R ?∆)π = Rπ ?∆π′ .

System independence.If L1, L2 have disjoint non-logical vocabularies,∆i ⊆ Li(⇒), dom(Ri) = BLi
,

Ri0 is the uniform ranking measure onBLi , andRi(∧∆→
i ) 6= ∞,

then(R1 ×R2) ? (∆1 ∪∆2) = (R1 ?∆1)×R2
0 +R1

0 × (R2 ?∆2).

What do these results tell us? First, we can relativize many failures because the corresponding principles are
easily adaptable to our more general perspective (threshold belief strength, divisibility, doxastic impossibil-
ity). But some violations are essential – they follow from the minimal information philosophy and the wish
to handle independence information in an intuitive way. Note that for complex iterated revision, a simple
intuitive axiomatic characterization (like for AGM) may well be elusive. What is however important is the
overall plausibility of the semantic revision framework.

Our earlier proposals for iterated conditional revision within the ranking framework [Wey 99, Wey 05]
are more cumbersome and differ from?mrr because they rely on virtual conditionalization for revision.
However, this naive approach conflicts with the minimal information paradigm. Consider for instanceR =
R0 ? {T ⇒1 ϕ,ϕ ⇒1 ψ} ? {ϕ ⇒1 ¬ψ}. Here virtual conditionalization gives usR = 1[ϕ ∧ ψ], whereas
?mrr supports1[¬ϕ] + 1[ϕ ∧ ψ], which seems more natural because there is no unmotivated impact onϕ.

Another possibility is to apply cross-entropy minimization (MCE) by exploiting a translation between
ranking measures and non-standard probability [Wey 95b,03]. But this move introduces free parameters
whose naive choice may violate invariance properties. Furthermore, there is no ranking construction algo-
rithm to compute the MCE-revised ranking measure for arbitrary ranking constraints. The exisiting propos-
als, e.g. [BP 03], force the user to fix ranking values in an ad hoc way. Nevertheless, for “non-entangled”
examples, the standard cross-entropy-based approach?mce produces the same results as?mrr.

Kern-Isberner [KI 99,02,04,08] proposes a number of postulates for conditional set revision, but she
does not offer a specific proposal comparable to?mrr. Another limitation is her focus on disrete-valued



ranking measures – information minimization requires divisibility [Wey 03]. In [KI 99] she suggests a revi-
sion function for integer-valued ranking measures and single non-parametrized conditionals. But there are
simple examples where her approach diverges from?mrr and?mce. For instance, these approaches both
supportR0 ? T ⇒1 ϕ ? ψ ⇒1 ¬ϕ = R0 + 1[¬ϕ] + 2[ϕ ∧ ψ] = R0 ? {T ⇒1 ϕ,ψ ⇒1 ¬ϕ} |=rk

T ⇒1 ϕ,ψ ⇒1 ¬ϕ. This seems very reasonable given that the two conditionals are consistent. However,
R0 ?ki T ⇒1 ϕ ?ki ψ ⇒1 ¬ϕ = R0 + 1[¬ϕ ∧ ¬ψ] + 1[ϕ ∧ ψ] 6|=rk T ⇒1 ϕ. This points to?mrr as a
promising proposal for multiple conditional set revision.
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